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ABSTRACT
With the aid of depth camera, such as Microsoft Kinect,
the difficulty of vision-based posture estimation is greatly
decreased, and human action analysis has achieved a wide
range of applications. However, there is still much to do
to develop effective movement assessment technique, which
bridges the results of human posture estimation and the un-
derstanding of human action performance. In this work, we
propose an action tutor system which enables the user to
interactively retrieve the learning exemplar of the target ac-
tion movement and to immediately acquire motion instruc-
tions while learning it in front of the Kinect. In the retrieval
stage, non-linear time warping algorithms are designed to re-
trieve video segments similar to the query movement roughly
performed by the user. In the learning stage, the user learns
according to the selected video exemplar, and the motion
assessment including both static and dynamic differences is
presented to the user in a more effective and organized way,
helping him/her to perform the action movement correctly.

Categories and Subject Descriptors
H.5.1 [Information Interfaces and Presentation]: Mul-
timedia Information Systems—Evaluation/methodology
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1. INTRODUCTION
For the beginner who wants to learn new dance moves or

the patient who needs to do rehabilitation exercises every-
day, a motion instruction system would be very useful since
it is not possible to hire a tutor or a professional instruc-
tor to teach the detailed movements at any time. Moreover,
compared to learning with a human tutor/instructor, learn-
ing in front of the computing devices would make the user
feel less embarrassed especially when he/she performs wrong
movements. In recent years, dancing action learning games
developed based on Kinect are getting popular, e.g. “LET’S
DANCE with Mel B” [1]. These games define several key
postures for each action, and the correctness score increases
as long as the user performs postures similar to the defined
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Figure 1: The scenario of the proposed system.

ones in limited time. However, these games are not practical
enough in our case due to the following reasons: 1) The tem-
poral correlation among postures is seldom considered while
calculating the score and no detailed motion instruction for
each human part is given to the user. 2) Sometimes the user
is forced to skip a part of movements to follow the speed
of the learning exemplar, but skipping movements conse-
quently lowers the learning effectiveness.

In this work, we develop a real-time action tutor system
to analyze the user’s action captured by Kinect, and help
the user to learn/practice exercises without interacting with
a human expert. Our system not only lets the user learn
with a given exemplar video, but also facilitates him/her to
find the target learning exemplar in a large video database.
The user first performs a query action resembling the target
movements in his/her mind, and the system recommends a
list of similar action videos (also captured by Kinect) in the
database by the technique of action video retrieval. The user
then selects one video from the list as the learning exemplar
and follows it to practice. In the mean time, the system gives
detailed movement assessment so that the user can perform
exercise movements by himself/herself as if accompanied by
a private instructor. For more details, please see the demo
video at http://www.youtube.com/ActionTutor.

2. SYSTEM FRAMEWORK
The scenario of proposed system includes two stages as

illustrated in Figure 1. The first stage is the retrieval stage.
In most of the existing motion assessment or instruction
systems, before starting learning a specific motion, the user

1263



Figure 2: Technical modules of the proposed action
tutor system.

has to manually search the entire video database for the
target movement. As the database grows abundantly, this
search task causes the user much burden. In contrast, using
our system, the user could retrieve the movement they want
to practice by simply performing it. A target movement is
roughly performed by the user and captured by Kinect or
other 3D sensors, resulting in a query action sequence. The
system then takes this query sequence to search for similar
video clips in the motion video database (each element in the
database is also a human action video captured by Kinect)
and returns a ranked list consisting of segmented candidate
sequences for the user to select the exact learning exemplar.
The second stage is the learning stage. After choosing the
exact learning exemplar, the user could follow and imitate it
with real-time feedback pointing out body joints which are
not posed correctly. A detailed performance report will be
presented to the user in the end of the learning stage.

Figure 2 introduces the proposed action tutor system in
terms of the three technical modules, namely skeleton es-
timation, similarity measurement, and evaluation and pre-
sentation modules. The system takes user’s action sequence
captured by Kinect as system input of the skeleton estima-
tion module, which directly adopts the joint-position pre-
diction algorithm proposed in the OpenNI framework [2,
3] and obtains a sequence of joint-matched skeletons. The
similarity measurement module then extracts representa-
tive features from the joint-matched skeleton sequence to
measure the pose distance and action similarity between
the user’s query and each sequence in the motion video
database (at the retrieval stage) or between the test ac-
tion and the selected learning exemplar (at the learning
stage). Dynamic time warping (DTW) and approximate
string matching (ASM) are applied in the similarity mea-
surement process. In the evaluation and presentation mod-
ule, the overall posture difference and the action similarity at
each time instance are presented, where the action similarity
at the time instance i is calculated by applying DTW and
ASM to the video sequences composed of the correspond-
ing past N frames. When the action similarity at the time
instance i is smaller than THsim, the system will automati-
cally stop playing the learning exemplar and play back from
the (i−N)th frame. The playing back mechanism prevents
the user from skipping learning important movements while
trying to follow the learning exemplar.

We summarize our technical contributions as follows: 1)
We design a discriminative pose descriptor which can repre-
sent the body-joint configuration invariant to static transfor-
mations (i.e. viewpoint transformations and anthropometric
transformations) and reflect the difference between various
postures. 2) A novel way to retrieve and learn target exer-
cise movements is proposed with the aid of Kinect, and the
similarity measurement method can deal with the temporal
transformation by non-linear time warping approaches, i.e.
DTW and ASM, which map the time alignment problem
between two multi-variant action sequences to the substring
finding problem. In most of the existing systems [4], a pre-
segmented step is required to indicate the exact start/end
time positions of the actions before calculating pairwise ac-
tion similarity. By contrast, our system removes this con-
straint through applying the substring finding technique.

3. EXPERIMENTAL RESULTS
We conducted objective and subjective tests to evaluate

the performance of the proposed action tutor system with
the action movements of the Chinese Qigong exercise pro-
moted by Meimen Qigong Culture Center. The accuracy
of the video retrieval performance is evaluated by the mean
average precision (MAP) and our system has an overall re-
trieval performance of MAP=0.71. Fourteen users were in-
vited to join the user study, and all participants were re-
quested to complete the entire process of our system from
the retrieval stage to the learning stage and then answered
a questionnaire aiming to evaluate the proposed system in
terms of three aspects, i.e. effectiveness, efficiency, and ac-
ceptance. The results show that our system is effective for
learning exercise movements and is efficient for finding tar-
get movements. Moreover, most users are willing to use
the proposed system as a long-term tutor because it is in-
teresting and will not bring embarrassment while learning
movements compared to learning with a human instructor.

4. CONCLUSIONS
We propose an action tutor system which achieves high-

level evaluation of human action movements with the aid
of Kinect. The system is operated in two stages: At the
retrieval stage, the user can search the video database for
the target action movements by different action matching
methods. A list of video candidates are returned to the user
for choosing the learning exemplar. At the learning stage,
the user follows the movements in the learning exemplar,
and the system evaluates the detailed pose difference and
the accumulated action similarity between the user and the
exemplar in real-time. The experiments reveal that the pro-
posed system is effective, efficient, and acceptable to be used
for learning exercise movements.
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