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ABSTRACT

Image segmentation is a well-developing topic in the image
processing, and a number of previous works have been pro-
posed and achieved high performance. However, most pre-
vious works needed user-assistance to provide the prior in-
formation of the target object in the segmentation. In this
paper we propose an unsupervised scheme, combining the
salient object detection and segmentation method, to segmen-
t the target object without any prior information from users.
The experimental results show that the proposed salient color
model derived with salient features can provide a prior infor-
mation with high confidence to generate precise segmentation
automatically. The proposed color model of salient object-
s can not only be applied with Min-Cut algorithm, but also
extended to more segmentation algorithms, like matting or
non-parametric model.

Index Terms— Image Segmentation, Graph Cuts, Image
Editing, Foreground Extraction, Salient Object Extraction

1. INTRODUCTION

The target of object segmentation in an image is to extract the
semantically meaningful objects from an input image. It is
an important pre-processing for a lot of applications, such as
multimedia content analysis, retrieval, and video encoding.
Many object segmentation algorithms have been proposed
for this purpose, such as GraphCut [1], GrabCut [2], Bayesian
Matting [3], Gaussian Mixture Markov Random Field (G-
MMREF) [4] and Nonparametric Higher-Order Learning [5].
Most of them require user-assistant, which are called interac-
tive segmentation algorithms. GraphCut and Nonparametric
Higher-Order Learning need the user to mark certain pixel-
s as “object” or “background;” GrabCut requires the user to
drag a rectangle around the target object, dividing the whole
picture into background and unknown regions; Bayesian Mat-
ting and GMMREF need the user to input a tri-map of the im-
age. Although the above algorithms have high performance
in segmentation, the results are still strongly affected by the
quantity and quality of user inputs. Saliency Cuts [6] used
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Fig. 1. Segmented results by our algorithm. The upper row
is the original images, and the segmented results in the lower
row are achieved without any prior information from users.

spectral residue approach to segment salient object automat-
ically. However, under their assumption, Saliency Cuts can
not deal with salient object which is located at the right or left
side of the image, like the goat in the second column of Fig.
1.

In order to reduce the burdens on users and to prevent the
error resulted from the sensitivity to user inputs, in this pa-
per, we propose an algorithm to segment the salient object
automatically without any user-input information. Some seg-
mented results without any user-assistance are shown in Fig.
1. The main concept is that in most cases, the foreground
object is more attractive to users or has obvious color dis-
tribution difference from background scenes. Based on this
observation, the user-assistance in the previous works can be
removed with the assistance of saliency information.

For detecting a salient region, Itti et al. [7] and Liu et al.
[8] put emphasis on bottom-up salient features and use these
features to find a salient region. In order to detect the more
detailed object boundary, we cannot only depend on these
salient features. Therefore, the saliency map in our system is
employed to replace the role of the user-input information in
interactive segmentation algorithms. The main contributions
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Fig. 2. The system flow of automatic salient object segmen-
tation with salient color model construction.

of this work are shown as follows.

1. The salient features are used instead of user input for
object segmentation. By this way, the burden on users
can be reduced and the problem of sensitivity to user
inputs can be solved.

2. A method to combine the salient features and object
models is proposed to implement the object segmenta-
tion without user-assistance. This method is not only
applicable to the Min-Cut algorithm but also suitable
with other segmentation methods. In other words, the
proposed method can remove the requirements of user-
assistance in the previous object segmentation works.

3. A virtual set for foreground and background(F/B) color
model is proposed, which is built from salient features.
The salient color model can model the color distribu-
tion of the salient object and background more accu-
rately.

The paper is organized as follows. First, an overview of
our algorithm is described by a system flowchart in Section 2.
In Section 3, we describe the details of our segmentation algo-
rithm, which includes saliency map generation, salient color
model construction, energy minimization by Min-Cut and us-
er refinement. In Section 4, we show the segmented results
and compare the performance with other competitive models.
Finally, a short conclusion is given in Section 5.

2. SYSTEM FLOW

Fig. 2 shows the processing flow of the proposed automat-
ic salient object segmentation. The first step is to calculate
salient features for every pixel in the image. Since human
pays more attention on humans than other objects in a pic-
ture, the saliency of each pixel contains not only bottom-up
features but also top-down skin feature.

Given the saliency map, a salient object color model can
be then constructed. According to the saliency information,
each pixel is assigned to the F/B set. After the classification,
every pixel in the F/B set gives different extent of influence
to the salient object color model depending on their salien-
cy. The pixels with higher saliency have more duplications

of their RGB values in the salient object color model, and
the color distribution of salient object can be modeled more
precisely. After salient color model construction, the proba-
bility of a pixel belonging to the salient object or background
can be calculated, which is included in energy function. The
probability is calculated by K-means clustering.

Finally, the salient object segmentation is implemented by
energy minimization, where Min-Cut algorithm is employed
in this work. Nevertheless, there is no way to segment the
salient object perfectly all the time, so we also offer a mech-
anism for user refinement to improve the segmentation result
with minimum user interaction. The details of automatic seg-
mentation and user refinement are described in Sec. 3.3.

3. SEGMENTATION ALGORITHM

This section shows the details of our segmentation technique
and describes how the salient features are combined into a
segmentation energy function which can be solved by min-
cut algorithm.

3.1. Saliency Map

Liu et al. [8] propose a set of features. Among them, multi-
scale contrast and color spatial-distribution feature in [8] are
adopted as the bottom-up salient features. The multi-scale
contrast feature is defined as follows:
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where I'(z) is the image of Ith Gaussian image pyramid level
in [7], L is the total number of Gaussian image pyramid level,
and N (x) includes the 4-neighbor pixels of pixel z. Another
salient feature, color-spatial variance of every pixel, is defined
as:

fol@) oy plell) - (1=V(e) - (1=T(c)), (2

where ¢ is the color of pixel z, p(c|I) is the color appearance
probability of color ¢, V'(¢) is the spatial variance of color c,
and T'(c) is the measurement of spatial distance from color ¢
to the center position of the image. Therefore, (1 —T'(c)) can
be used to assign less importance to colors near image bound-
ary, since the spatial variance of the color near the boundary
may become smaller due to that the color may be cropped
from the image.

Human pays more attention to people in a picture, so a
top-down skin feature is also very helpful to find salient ob-
ject. Therefore, we transform RGB to YCbCr space for skin
detection, and define a binary skin feature fg(x), which e-
quals to 1 when the color is detected as skin; otherwise, it is
set to 0. To prevent the false detection that a object with skin
color is regarded as human skin, we assume that a real skin



Fig. 3. The left part are two saliency maps of the fifth and
sixth column picture in Fig.5. The right part are segmentation
results by applying a threshold on the saliency map directly.

must has a skin color with small color-spatial variance. There-
fore, an interaction term of skin feature and color-spatial vari-
ance is defined as fs.(x) = fs(x)fsk(x). After features are
calculated, every feature is normalized to [0,1] for feature fu-
sion. Finally, a saliency map is defined as:

K
F(z) =Y Meful(x), 3)
k=1

where )y is the weighting of the kth feature, and K is the
number of features. With the saliency map, a segmentation by
defining a threshold value can be achieved, as shown in Fig.
3, but the result is not satisfactory, a segmentation method
with salient color model is proposed to achieve better results.

3.2. Salient Color Model

To generate the prior information of the target object, the
salient features are used to detect the foreground object and
background region in an image. The pixel having the high-
er saliency tends to be more possible as a point of the fore-
ground object. Based on this assumption, pixels with the
higher saliency should have more influence on salient color
model. In order to model the color distribution of F/B, pixels
in the image are divided into three sets: foreground, unknown,
and background.

xr, if F(x)>vp,
x e XB, lfF(I) < 7B, )
Xu, otherwise,

where vr and g are threshold saliency values of F/B set. In
the F/B set, the element which has the higher/lower saliency
should have more impact to the F/B color model. Therefore,
every element in these two sets is duplicated in a virtual col-
or model depending on their saliency: the higher/lower the
saliency, the more the duplications. For the computational
efficiency of our algorithm, we define the limit of total dupli-
cations in two virtual color sets are ny and 1. The number
of duplications of each element in the salient color model is
defined as follows:

N — I_ o Jv rexr, 5
r(z) { 0, " otherwise, )

ifz € xaB,
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(6)

where o and op are unit denominators, which are defined
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By finding proper unit denominators, the total number of ele-
ments in the salient color model can be controlled to improve
the computational efficiency. With the information above, vir-
tual color sets for foreground (/) and background(fg) can
be written as:

O = ({21, .. 2} {(21, Np(21)), ., (25, Np(zn))}),
93 = ({(El, ceey iL'N}, {(!El, NB(wl)), ceey (:17]\], NB(CUN))}),
®)
where {z1,...,xy} are the pixels in the image. The vir-
tual F/B color sets above are employed to derive the color
distribution model for the foreground object and background
(0 = {0r,05}) in the energy function in the following sub-
section.

3.3. Segmentation

In order to get a good salient object segmentation, an energy
function is defined and a energy minimization framework is
conducted. The energy function is defined as follows:

E(a,0,X) = D(a,0, X) + B(a, X), ©)

where « is the binary label of the whole image for foreground
object, D is the data term which is derived from the color
model (0), and B is the boundary smoothness term.

The data term D gives high energy as penalty when the
color of a pixel is close to the distribution of one color model,
but the label of pixel is at the opposite side. The term D is
defined as:

D(a,0,X) = H(a,z,9), (10)

where H(a, x,0) is the data term for pixel x:
H(a,z,0) = (1—ay)-Prob(z|0F)+ay, - Prob(z|0g), (11)

where Prob(x|0r) and Prob(x|6p), calculated from F/B col-
or models, are the probabilities of that pixel x belongs to fore-
ground object and background scene, respectively. Here the
K-means algorithm is employed to model the distribution, and
a pixel has a higher foreground probability if it has a similar
color distribution with the means of foreground color model.
The equations of Prob are written below:

Prob(z|0r) = 1/mindis(x,0F),

Prob(z|0p) = 1/mindis(x,0p), (12)



where mindis(z,0p) and mindis(x,0F) are the minimum
distances to the means of every cluster in the color model:
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where tr and tp are the centers of clusters in the F/B color

models, |.|2 is the L2 distance of two points in the RGB color

space, and C' is the number of clusters.

To enhance labeling continuity, the boundary term
B(a, X) is employed, which can ensure the label smoothness
of neighboring pixels, and make the pixels with similar colors
labeled in the same directory. B can be defined as follows:

B(oz,X):Z Z Clag, ag)exp(—PBlz — '), (14)
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mindis(z,0F) = min{|z — tp |2, ..
mindis(z,0p) = min{|x — tp, |2, ..

where the function ((ay, ) = 1if o, # g, otherwise
C(ag, ) = 0. The coefficient 5 controls the impact of
boundary term in the energy function.

After the energy function is fully defined, we use min-cut
algorithm [9] to find the minimum energy. The segmentation
labeling result & can be written as:

& = argmin F(a, 0, X). (15)
(e

Consequently, the segmentation is automatically done from

saliency map without any user input, which means the pro-

posed salient object segmentation algorithm is an unsuper-

vised approach.

Sometimes the segmented results may not meet users’ de-
mand, and a refinement procedure is also proposed to let users
add or remove the segmented objects just using one-click on
the image. The click on the picture tells the information about
what point the user wants to add or remove. The chosen point
is regarded as a mean of one cluster in the salient color mod-
el, and the energy minimization is applied again with the new
color model. Finally, we can get a refined segmentation result,
and it will be further discussed in Sec. 4.3. The proposed one-
click refinement procedure provides users an effortless way
to do the refinement. Compared with GraphCut and GrabCut,
which need users to input scribbles to refine the segmented
result, the proposed algorithm greatly reduce the burden on
users.

4. EXPERIMENT RESULTS AND DISCUSSION

In this section, we will discuss about the setting of parameters
and show the segmentation results, where Microsoft GrabCut
database is used as the test bed. Note that the segmentation
results are automatically produced by our algorithm without
any user-assistance.

4.1. Parameter Settings

There are two main groups of parameters, one is for saliency
map and the other is for segmentation. Each parameter for
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Fig. 4. The error rate of automatic segmentation algorithms,
which are tested on GrabCut database. The curves show the
accumulation of segmentations whose error rate (horizontal
coordinates) under certain value.

saliency map gives different contribution, for example, larger
A puts more emphasis on the edges, but tends to be failed
when the background scene is complex; larger A\; empha-
sizes the part which has unique color, but tends to be failed
when the color of target object is similar to the color of some
background parts. Therefore, it is important to find a set of
proper parameters. Based on our observations, the parameter-
s for saliency map are chosen empirically, where A\, = 0.33,
As = 0.33, Agx = 0.1 and As. = 0.24.

The parameters for segmentation have huge influences on
the segmentation quality and computation complexity. Al-
though larger 7 and np can make the salient color model
more precise, the computation complexity increases greatly.
The values of v and g also affect the quality of the seg-
mentation, where higher vr makes the color model concen-
trate on the most salient part of object but may overlook the
other parts of the target object. Since there is a trade-off be-
tween segmentation quality and computation complexity, we
tried to find an acceptable solution, and the parameters are set
as follows: v = the top 10% highest saliency, vp = the
median of all saliency, nr = 20000 and np = 60000. The
experimental results below are generated by these parameters.

4.2. Error Rate of Segmented Results

We evaluate the performance of our algorithm on 50 pictures
in Microsoft GrabCut database. Many state-of-art method-
s are also tested on this database, but most of them use tri-
map as user input to implement segmentation, and the error
rate is calculated by the portion of wrong labeling in the un-
known/matting region. It is not reasonable to compare the er-
ror rate of user-assistant algorithms with ours, which does not
have any prior information about the input image. Therefore,
for fair comparison, we simulate GrabCut to be an automat-
ic segmentation algorithm by providing a rectangle just close
to the boundary of every image as the user-input information.
By this way, the segmentations by GrabCut can be generat-
ed automatically and compared with our results, as shown in



Fig. 4. In Fig. 4, it illustrates that 42% of segmentations by
our algorithm have the error rate lower than 10%, 66% have
the error rate lower than 20%, and there are 8 segmentation-
s (16%) of our algorithm having error rate under 2%, which
means the proposed algorithm has high performances in cer-
tain cases. It also shows that the performance of the proposed
automatic segmentation algorithm is better than that of Grab-
Cut when no user-input information is available.

4.3. Subjective Segmentation Result Comparison

Fig. 5 shows the segmentation results which are compared
with some state-of-the-art algorithms. Our algorithm pro-
vides a solution for automatic salient object segmentation
with high quality. The first column in Fig.5 illustrates that
even the background scene is complex, the proposed algorith-
m can still perform well since the color distribution of salient
object is quite different from background. Furthermore, the
fourth column in Fig.5 shows that although some parts of col-
or of the dog’s fur is very similar with the color of sand, since
the other parts of the dog are definitely belong to salient ob-
ject, it still can be segmented correctly through the effect of
boundary term in the energy function.

Based on the results in Fig. 5, we can conclude that if a
picture has an obvious salient object which has a color dis-
tribution different from the background scene, our salient ob-
ject color model can model the color distribution of the ob-
ject precisely. On the contrary, for example, the first row in
Fig. 6 shows that when the color of the duck’s neck is sim-
ilar with the color of water, the segmented result is not de-
sirable. With the one-click refinement procedure, the result
can be improved as the duck with red boundary. If a picture
has an ambiguous salient object, the constructed saliency map
will not provide helpful information. Therefore, the proposed
algorithm can handle the segmentation problem whose target
object is a clear and definite one, but if the composition of
the picture is complicated, user refinement may be needed to
further enhance the quality.

5. CONCLUSION

In this work, we propose an automatic salient object seg-
mentation method with salient color models generated with
saliency map. The proposed concept of salient object color
model can not only be used with Min-Cut algorithm, but also
other segmentation algorithms. By this way, the problem of
user-input sensitivity can be solved and the interactive time of
users can be saved. This automatic segmentation concept can
be employed in mobile applications, where users definitely do
not like too much operations on the mobile devices with small
touch panel. With this technique, mobile devices can find the
salient objects in the frame automatically, which is beneficial
for other applications like object query or object recognition
through the internet.

Fig. 6. User refinement by one click. The first column are
original images. The second column are automatic segmented
results. The center of red and yellow crosses in the second
column are the one click points for user refinement; the pixel
color at the center of red cross is added to background color
model as one cluster center, and the yellow one is added to
foreground color model. The last column are refined results.

The possible extension of this work is to combine more
prior information into our framework to improve automatic
segmentation results. There are still some other cues for de-
tecting salient object on mobile devices, such as using dis-
parity map to find the object which is closest to the user or
a training-based database for a specific user, which records
the color/texture information of the preferred salient objects
of the user.
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