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ABSTRACT

Sprite is an image constructed from video clips and is also

a medium for multimedia applications. An automatic sprite

generation with foreground removal and super-resolution is

proposed in this paper. To remove the foreground objects,

each pixel-value on the sprite is iteratively updated by the

value with maximum appearance probability on temporal

and spatial distribution. By storing the half-pixel, super-

resolution sprite has less blurring-defect from source video.

In the result, the generated sprite preserves the complete

scenes of background and has higher image quality, and it

can used to increase the visual quality in current sprite appli-

cations and also employed to facilitate video segmentation.

Index Terms— SR sprite, SR mosaic, background scene,

background video, video segmentation

1. INTRODUCTION

A sprite, which is also referred to as a mosaic, is an image

constructed from multiple images or video clips. In compari-

son to the single image view, people can perceive the scene as

a whole and have more interesting view experience from the

sprite. Super-resolution(SR) is the technology to enhance the

resolution of image system. The sprite generation with SR

technology can be used in many multimedia applications.

For the early developments of sprite, Smolic et al. pro-

posed the technique for long-term global motion estimation

and applied the sprite on video coding [1], and Lu et al. pro-

posed an efficient static sprite-generation and the complete

compression scheme for background video coding [2]. The

both works, with the help from sprite, significantly improved

the efficiency of video coding. After that, Ye et al. provided

a robust approach for SR static sprite generation form multi-

ple low-resolution images [3], and Farin et al. provided the

multi-sprite to reduce the coding cost and preserve the sprite

details [4]. The above two works not only improved the cod-

ing efficiency but also increased the visual quality of sprite. In

recent years, several interesting works based on sprite appli-

cation were also proposed. Tang et al. reconstructed soccer

goal events with player trajectories on a sprite, which gave

people the game information under lower transmission band-

width [5]. Gleicher and Liu used the video clips to construct

an image mosaic, and the reconstructed video clips had the

improvement of camera shaking [6]. Lai and Chien separated

video content of tennis game by sprite plane and enriched the

game video by reintegrating these video content [7].

Notice that the previous works need the background sprite

to achieve above results, but how to remove foreground ob-

jects and preserve background scenes at sprite generation is

still not a well-solved problem. For the foreground removal in

previous works, Lu et al. [2] used the video with foreground

pre-segmented to build the background sprite. However, it is

hard to have the pre-segmented video in practice. Ye [3] and

Lai [7] utilized the temporal filter to construct the sprite, but

the generated sprite was blended with non-background pixels

under foreground objects repeatedly appearing in the same re-

gion.

In this paper, an automatic generation of SR sprite with

foreground removal is proposed. The SR sprite stores the

half-pixel and preserves more video details that the blurring-

defect from source video is also reduced. Furthermore, each

pixel-value on the sprite is iteratively updated by the value

with maximum appearance probability on temporal and spa-

tial distribution. After that, the foreground objects can be ef-

ficiently removed from the sprite, and the background scenes

are completely preserved. The automatic sprite generation

with foreground removal can be applied to promote sprite

applications. Besides, the generated sprite not only can be

used to increase the efficiency of sprite coding but also pro-

vides better visual quality in previous applications. Finally,

the background video, which can be employed to facilitate the

video segmentation, is reconstructed from the SR sprite. With

more details preserved in SR sprite, the background video has

higher quality than the original video.

2. OVERVIEW OF THE PROCESSING FLOW

Fig. 1 is the processing flow of SR sprite and background

video. The first step is the global motion estimation(GME) of

video frames, and each pixel-value on video frames is stored
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Fig. 1. The generation flow of background video and SR

sprite with foreground removal.

at the projected coordinate on the SR sprite. The SR sprite

contains the half-pixel which is used to preserve more video

details and reduce blurring-defect from input video. With-

out preserving the foreground pixels on the sprite, we as-

sume that the peak distribution of pixel-values in a long-time

video is the background scene. Therefore, the frame pixels

with maximum probability on temporal distribution are con-

sidered as the background scene and stored in the sprite. To

reduce the noise-defect in background scene, the pixel-value

on the sprite is iteratively updated by the value with maxi-

mum probability of spatial co-appearance. Finally, the back-

ground video is reconstructed from the SR sprite by global

motion compensation(GMC), which is the inverse processing

of GME. The details of sprite generation are described in Sec-

tion 3.

3. THE GENERATION OF SPRITE

3.1. GME and SR sprite

For global motion estimation(GME) of video frames, the pro-

jective model is the well-known perspective motion model in

Equation 1 and is employed in this work.
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where ml,∀l ∈ 1 : 8, are the transformation parameters

from coordinate (xi, yi) of video frame q to coordinate

(xj/wj , yj/wj) of sprite image. The projective model can

describe the general cases of 3-D motions like the motion of

a planner scene under arbitrary rigid 3-D motions. To extract

the transformation parameters, it can have the assumption

that the brightness I of the video frames does not change

over time. The transformation parameters are modified to

minimize the difference between video frame and the sprite.

The cost function E of difference minimization is defined as

E =
∑
i∈N

|Iv(xi, yi) − Is(xj/wj , yj/wj)|2, (2)

where Iv(xi, yi) is the luminance value of pixel (xi, yi) on the

video frame, Is(xj/wj , yj/wj) is the luminance value of the

corresponding position (xj/wj , yj/wj) on the sprite, and N
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Fig. 2. The illustration of SR sprite which contains the half-

pixels from video frames.

is a set of effective pixels. The transformation parameters are

retrieved by iteratively minimizing the cost function E [7].

Each pixel on video frame is projected to sprite image by

these transformation parameters. However, the pixel location

on the video frame may not correspond to the integer-valued

pixel location on the sprite image. Approaches like bilinear

interpolation are used to estimate the pixel-value at the lo-

cation. Nevertheless, these approaches also blur the sprite

image and decrease the sprite quality. To reduce the blurring-

defect, the SR technology, which saves the half-pixel data on

the sprite, is employed to directly preserve the pixel-values

from video frames. As the illustration in Fig. 2, pixel-values

projected to non-integer-valued position can be stored at the

half-pixel locations on the SR sprite.

3.2. Choose pixel-value on temporal distribution

In a long-time video, each pixel location on the sprite would

map to several pixel-values in video frames. These pixel-

values belong to foreground objects or background scenes.

How to choose the background pixel-value from the mapping

data and build the complete background sprite is a hard prob-

lem need to solve.

For each pixel location, the pixel-value with maximum

appearance probability in a long-time video is usually the

background scene, because the foreground objects often have

rapid movement. The pixel-value distribution, described in

Equation 3, on temporal domain can be the clue to choose the

background pixel.

hxi,yi
(k) =

∑t2
t=t1

δ(It(xi, yi) = k)∑t2
t=t1

δ(It(xi, yi))
,∀k ∈ C. (3)

where δ is the impulse function and hxi,yi
(k) is the appear-

ance probability of pixel-value k under a period time [t1, t2] at

the coordinate (xi, yi) on the sprite, and C is the RGB color

space. The peak index of hxi,yi(k) is recognized as the back-

ground pixel, and the equation is described in the following.

E1
xi,yi

= arg max
k

hxi,yi
(k), (4)

where E1
xi,yi

is the pixel-value with maximum appearance

probability at the coordinate (xi, yi), and the index 1 means

that E1
xi,yi

is the initial pixel-value of the generated sprite.
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Fig. 3. The current pixel is updated by the value k with max-

imum co-appearance probabilities.

3.3. Update pixel-value in spatial correlation

The assumption, the pixel-value with maximum appearance

probability on temporal distribution is the background pixel,

is true when foreground objects have rapidly movement.

Nevertheless, the foreground objects and background scenes

may have the equivalent appearance probabilities, if the fore-

ground objects occupied the fixed region for a period of time.

Under such situation, the non-background pixels would be

chosen as the sprite pixels and make the sprite look like

blended with noise.

To solve this problem, only the pixel information of tem-

poral distribution is not enough. The pixel correlation of spa-

tial co-appearance also needs to be considered for choosing

the background pixels. The pixel correlation of the spatial

co-appearance is described in Fig. 3. Each chosen pixel on

the sprite has the individual co-appearance probabilities cor-

responding to the surrounding pixels. The current pixel-value,

En
xi,yi

, is updated by the co-appearance probabilities of sur-

rounding pixels in correlation region R. The probabilitiy of

co-appearance can be written in mathematics form in Equa-

tion 5.

sn
xi,yi

(k, j) =

∑t2
t=t1

δ(It(xi, yi) = k|It(xj , yj) = En
xj ,yj

)
∑t2

t=t1
δ(It(xi, yi)|It(xj , yj) = En

xj ,yj
)

,

(5)

where sn
xi,yi

(k, j) is the co-appearance probability of pixel-

value k at coordinate (xi, yi) under the pixel-value En
xj ,yj

at

coordinate (xj , yj) in a period of time [t1, t2], and the index

n is iteration number of pixel update. Notice that each pixel

in the region R has the effect on the update of current pixel.

Then, the current pixel-value is updated by the value k with

maximum summation probabilities. The updated pixel-value

En+1
xi,yi

is written in Equation 6.

En+1
xi,yi

= arg max
k

∑

∀j∈R

sn
xi,yi

(k, j). (6)

Notice that each pixel-value on the sprite is iteratively updated

by Equation 5 and Equation 6. The update process is repeated,

until all the pixel-values on sprite are converged or the number

of iteration is larger than the threshold.

4. EXPERIMENTAL RESULTS

Different tennis videos with resolution 720x480 are used as

the test sequences. The tennis video is suitable to evaluate

the proposed method, because there are foreground objects

and background audiences in random movement. Only the

results of background sprite are pasted in the paper, and the

background videos are available on the website [8].

Fig. 4(a) is the input video frame with moving foreground

player. Fig. 4(b) is the initial sprite composed of pixel-values

with maximum appearance probability on temporal distribu-

tion. It can see that the moving foreground can be completely

removed from the sprite. Then, each pixel-value on the sprite

is further updated by the spatial co-appearance with 5x5 cor-

relation region, and the result is in Fig. 4(c). For the result

of SR sprite, Fig. 4(d) has less blurring-defect and the sprite

quality is better than previous figures.

Unlike the moving players, the background audiences oc-

cupy the fixed region and have gesture change all the time.

The pixel-value with temporal peak distribution can not cor-

rectly present the background scene in Fig. 4(e). These incon-

sistent pixels belong to different objects and make the sprite

look like blended with noise. After sprite update in spatial

correlation, the inconsistent pixels are iteratively deleted and

the sprite quality is improved in Fig. 4(f). We can see that

the update procedure is effective to remove the defect from

temporal filter. For the quality improvement from super res-

olution, the more video details are preserved in Fig. 4(h) in

comparison to video frame Fig. 4(g). The blurring-defect in

SR sprite is decreased and more details are observed. The

above results can promote the background building and pro-

vide better visual quality in sprite coding [2][4] and sprite

applications [5][6][7].

Finally, the background video is reconstructed from the

SR sprite by GMC. With more details preserved in SR sprite,

the scene blur induced by camera motion in input video is re-

moved in the background video. Fig. 4(i) is the input video,

and Fig. 4(j) is the corresponding background video. The

black region in left-down background video is the score-box

region in video frame, and the score-box region is manually

disable at sprite generation. In addition, the foreground seg-

mentation is also achieved by the difference between input

video and background video.

5. CONCLUSION

The proposed pixel-value updated with maximum appear-

ance probability on temporal and spatial distribution can

effectively remove foreground objects and preserve complete

background scenes in the sprite. Combing the SR technology,

the sprite preserves more video details and provides higher

image quality. The results promote the background building

and provide better visual quality in sprite coding and current

sprite applications. Furthermore, the background video can
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Fig. 4. (a)The moving foreground in the video frame. (b)The pixel-values on temporal peak distribution. (c)The pixel-values

in Fig .4(b) updated by spatial co-appearance. (d)The result of SR sprite. (e)The sprite defect from temporal peak distribution.

(f)The defect is removed by spatial co-appearance. (g)The background of video frame. (h)The SR sprite with half-pixels. (i)The

input video. (j)The background video reconstructed from SR sprite.

be used to facilitate the foreground segmentation. However,

some condition would fail in the proposed method like the

foreground has large occupation area on the fixed region for

a long time.
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